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1  | INTRODUC TION

The future of artificial intelligence (AI) in education—as with any aspect of the future—is uncertain, unpredictable 
and essentially unknowable. As such, this is not an article that adds to over-confident claims around educational 
AI being a likely “game changer” (Richardson & Clesham, 2021, p.1) with “the potential to address some of the 
biggest challenges in education today” (UNESCO, 2019). Similarly, there is little sense in speculating about the 
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dehumanisation of classrooms, rise of robot teachers, and similar dystopian possibilities (Edwards & Cheok, 2018). 
Instead, this article looks to make a more modest contribution to the theme of this special issue—reflecting on how 
discussions of AI and education might best progress over the next decade or so. While AI currently remains a pe-
ripheral feature of most schools and universities, the ways in which ‘early adopted’ AI-driven tools and technolo-
gies have already come to bear on educational processes and practices raise a number of contentions that deserve 
to be taken seriously over the next years. In light of fast-growing popular, political and professional discourses 
around AI and education, the following elaborates on five broad areas of contention that might foster more rig-
orous discussion and decision-making; specifically, addressing AI and associated (1) hyperbole, (2) limitations, (3) 
social harms, (4) ideology, and (5) environmental sustainability.

2  | RECOGNISING AI A S AN ARE A OF HYPERBOLE AND OVER-SELLING

While certainly not the first instance of digital technology being over-sold to education audiences (see 
Cuban, 2001), the past ten years have seen artificial intelligence quickly become a subject of heightened rhetoric 
and extravagant promotion, replicating previous periods of intensive government and industry interest in AI (e.g., 
the so-called ‘AI Springs’ during the mid-1960s and 1980s). While some well-grounded conversations continue to 
take place, this most recent period of AI resurgence has prompted intense hyperbole and exaggerated claims—
particularly as prevailing discourses become co-opted by IT vendors and marketeers looking to profit from AI-
related products. In short, there are now plenty of people wanting to talk about (and talk up) the idea of AI in 
education primarily for profit-motivated reasons.

At a base level, then, any discussion of AI and education is perhaps best started by asking the basic question, 
is this actually AI? This is not a flippant line of inquiry, as illustrated by a 2019 audit of over 2800 purported AI 
start-ups in Europe that judged two-fifths of these firms to be making no meaningful use of artificial intelligence 
in their products (Schulze, 2019). Subsequent investigations have similarly found other IT firms claiming to use 
sophisticated AI capabilities while actually relying on low-tech manual procedures (Johnson, 2021; Morris, 2022). 
All told, we need to be mindful that education remains vulnerable to what can be termed AI theatre.

Even when an education technology product can be classed as constituting some form of AI, another basic 
step is ascertaining its actual capacities. Exactly what educational AI products can do (as distinct from what ven-
dors claim they are capable of) therefore needs to underpin any discussions around the tasks that AI might (and 
might not) be applied to in education settings. As Meredith Broussard has reasoned, it is all too easy to fixate on 
the ex-ante claims of software developers and IT industry actors, and only much later turn our attention to the 
actual capabilities of their technology products:

A lot of the problem we run into with AI is that people make dramatic claims about what the soft-
ware can do (ex-ante claims) and then the analysis afterward (ex-post) reveals that the claims are 
false. (Broussard, @merbroussard, 22 April, 2021)

This directs attention to a number of different approaches to how discussions around AI and education might be 
conducted. For example, some prominent voices in the computer science community—such as Michael I. Jordon—
now advocate that we refrain from using the term ‘AI’ altogether, and instead take care to be more specific about 
the type (and extent) of machine learning and algorithmic training processes that underpin a particular technology 
(Pretz, 2021). Alternately, some legal and media scholars now strive to discuss these technologies in more specific 
terms of ‘automated decision making’ or ‘algorithmic forecasting’. Such shifts in terminology might go some way to 
acknowledge, as Emily Tucker (2022) puts it, that “whatever the merit of the scientific aspirations originally encom-
passed by the term ‘artificial intelligence’, it [has become] a phrase that now functions in the vernacular primarily to 
obfuscate, alienate and glamorize”.
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If not deciding to reject the term outright, then it certainly seems reasonable to suggest that those working 
in education push back against the tendency to presume forms of narrow AI (i.e., AI systems designed to handle 
one specific limited task and operating within pre-defined boundaries) as a step toward notions of general AI, 
the singularity, and other niche dreams of technology capable of reaching sentient levels of human intelligence. 
Instead, as Siddarth et al. (2021) contend, it seems far more constructive to remain focused on matters relating 
to actually existing AI—i.e., the actual computational, material and meta-physical limits of what this technology is 
capable of doing.

All told, education audiences are best advised to be more circumspect (if not suspicious) of the hype that sur-
rounds the development of emerging AI technologies. This involves being less willing to give serious consideration 
to what Dwayne Monroe (2021) frames as improbable industry claims around the possible outcomes of speculative 
future uses of AI, in lieu of paying full attention to the real dangers of already existing implementations of tech-
nology. For Lee Vinsel (2021), even setting out to critique and debunk unsubstantiated and speculative marketing 
is of little use, other than to lend credibility to industry hyperbole. Of course, there can be value in paying some 
attention to futures thinking and sociotechnical imaginaries that drive the design and development of emerging 
technologies. Yet it seems unwise to get distracted by the speculative qualities that continue to be attached to AI 
technologies in education at the expense of engaging with their actual substance. As Deb Raji observed:

[…] Even AI critics will fall for the PR hype, discussing ethics in the context of some supposedly 
functional technology. But, often, there is no moral dilemma beyond the fact that something con-
sequential was deployed and it doesn't work. (Raji, @rajiinio, 24 April, 2021)

3  | DISCUSSING AI IN TERMS OF ITS ABSOLUTE LIMITATIONS

These latter points call for closer attention to the specific limitations of AI technologies in education. In this 
sense, future conversations around AI in education need to move well beyond any sense of what Campolo and 
Crawford (2020) describe as enchanted determinism, i.e., “the belief that AI systems are both magical and superhuman—
beyond what we can understand or regulate, yet deterministic enough to be relied upon to make predictions about life-
changing decisions” (Campolo & Crawford, 2020, p. 1). Such a reframing of AI in education might take place along 
a number of different lines.

First, is the need to more explicitly promote understandings of AI products as bounded mathematical systems. 
This raises the fundamental question of which aspects of education can be satisfactorily represented through data, 
and which aspects of education are decidedly non-quantifiable. One of the inherent limitations in any educational 
application of AI is the working assumption that all significant facets of student activity and the learning process 
can be captured in data form. Moving forward, professionals in education need to challenge the capacity of AI to 
model real world issues that are embedded in social contexts such as classrooms and the attendant problems of 
representativeness, reductiveness, and explainability of data-driven interventions. As I have argued previously:

Echoing Murray Goulden's distinction between ‘technologically smart’ but ‘socially stupid’ systems, 
the concern persists that there are not enough data points in the world to adequately capture the 
complexities and nuances of who a student is, or how a school functions. (Selwyn, 2019, p. 12)

Regardless of the future development of AI techniques, it is likely that attempting to account statistically 
for the contextual layers implicit in any educational situation will inherently be compromised by the breadth 
of the social components which these calculations attempt to capture. The statistical limits to what Thea 
Snow  (2021, n.p) describes as "trying to make the illegible, legible" were illustrated in a Princeton University 
study which challenged teams of statisticians, data scientists, AI and machine learning researchers to predict 
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various life outcomes for children, such as eventual grade point averages and their perseverance with regards 
to schoolwork. Even when provided with nearly 13,000 data points on over 4000 families stretching back over 
fifteen years, all teams failed to develop even moderately successful statistical models (Salganik et al., 2020). 
As news media reporting of this trial bluntly concluded: “AI can't predict how a child's life will turn out even with 
a ton of data” (Hao, 2020).

Second, is encouraging more realistic understandings around the capability of AI products to approximate 
human traits. Perhaps the most obvious limitation is the incapacity of AI to simulate a wide range of intelligences. 
As the US computer scientist Melanie Mitchell (2021) contends, these limitations are often glossed over due to the 
AI community's “limited understanding of the nature and complexity of intelligence itself” (Mitchell, 2021, p.1). Here, 
Mitchell argues that AI development tends to be predicated around a narrow information-processing model of 
mind that sees intelligence as something that is brain-based, disembodied, and therefore readily relocated to soft-
ware and hardware. However, this discounts a wide range of human intelligences—such as embodied cognition, 
common-sense, emotions, and irrational thoughts that are entwined with the complexities of people's social lives. 
As highlighted in recent debates over the falsely presumed sentience of language generation systems, we need to 
remain mindful of risks associated with designing AI systems in ways that make users believe they are encounter-
ing real, independent intelligence in a program; when in reality AI systems can do no more than fabricate displays 
of narrow facets of human behaviour (Bender, 2022a).

Another key conflation relates to the ways in which AI technologies are associated with simplistic promises of 
human autonomy—not least the hope that AI is somehow capable of freeing people from the mental burden of la-
bour and the general daily demands of being human. As Siddarth and Nabben (2021) point out, such expectations 
gloss over the fact that genuine human autonomy is not an individual quality or personal trait, but something that is 
circumscribed collectively by the communities and societies in which we live. As such, someone cannot simply decide 
to be autonomous—instead, individual and community self-sovereignty is borne from social relations with others.

There are many other conflations that might be pointed to. For example, Moser et al.  (2022) point to the 
conflation of so-called AI-driven reckoning (decision-making based on summing up of various kinds of data and 
technical images) with more nuanced forms of judgement that remain beyond the scope of mechanised processing 
(i.e., decision-making based on reasoning, reflection, imagination and empathy). Similarly disingenuous is the re-
cent push to promote AI as capable of inferring the presence of emotion and mood (Crawford, 2021), or discerning 
complex issues of morality or aesthetics. In all these cases, as Dwayne Monroe (2021) concludes, it makes little 
sense to expect these complex contextually-bounded acts of social comprehension to arise from computational 
models that can only apply statistical methods to large amounts of already collected data.

Instead, such examples highlight the need to develop more nuanced understandings within education of 
the absolute limitations of AI technology, and to reset prevailing ambitions and actions accordingly. Of course, 
pointing out the frailties of AI in education is not to imply that human reckoning and decision-making is some-
how substantially better and always preferable. Teachers and education administrators have always made 
biased, illogical and out-right bad decisions. Education is full of occasions when those in positions of authority 
might benefit from additional advice or an automated nudge in the right direction. Yet, even reaching the 
level of being no worse than a human does not justify the adoption of flawed AI technology in an educational 
setting. As Frank Pasquale puts it, “We don't have to choose between biased AI & biased humans. We can regu-
late to improve the AI that is complementing humans.[…] not to stop AI entirely” (Pasquale, @FrankPasquale, 31 
July, 2021).

4 | ACKNOWLEDGING THE SOCIAL HARMS ASSOCIATED WITH AI IN EDUCATION

In addition to these previous points, is the need to be more confident in calling out instances when AI products 
result in social harms in educational contexts. The educational use of AI has already manifested in examples of 
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social harm that systematically disadvantage and oppress minoritized groups. For example, we have seen various 
reports of algorithmic discrimination—where AI models amplify discriminations baked into their training data and 
subsequently erroneously judge students with non-native accents of cheating on tests, or compute higher auto-
mated grades for students who fit the profile of those who have historically been more likely to be awarded high 
grades (e.g., NAO, 2019). We have seen facial recognition software used in schools that regularly fails to recognise 
students of colour (Feathers, 2020). We have seen the implementation of AI systems designed around processes 
that predominantly advantage those who are able-bodied and neuro-typical—for example, using eye-tracking data 
that presumes a steady gaze to denote engagement (Shew, 2020).

Alongside these notable breakdowns, it is also important to acknowledge many other more banal glitches 
in AI technologies that nevertheless also constitute instances of social harm. Even the most well intended uses 
of AI perpetuate broader logics of monitoring, categorising, standardisation, synchronisation and social sorting 
that tend to enable oppression and exacerbate power imbalances. For example, Costanza-Chock (2020) points to 
various ‘dysaffordances’ of AI systems—such as instances of students with non-binary gender identities having to 
mis-identify their gender as either ‘M’ or ‘F’ in order to register a profile that is recognised as valid by the system. 
Such exclusionary features might not be designed deliberately into technologies, but neverthheless perpetuate 
the regular micro-aggressions that minoritized students encounter throughout their engagement with education 
systems. Also relevant here are concerns over the capacity of AI systems to support sustained conditions of 
‘soft surveillance’ in classrooms, exacerbating the hypervisibility of minoritized students and teachers (Aradau 
& Bunz, 2022). All told, as Birhane and Van Dijk (2020) contend, the most pressing matter in the roll-out of AI 
technology across societal settings is the oppressive use of AI technology against vulnerable groups in society.

Crucially, it is important for those working with education to not presume that these harms can somehow be 
fixed and made more fair by more inclusive training data-sets, or more mindful approaches to progressive soft-
ware design. Instead, attention should be paid to an increasing number of arguments—led by scholars such as Joy 
Buolamwini, Safia Noble, Simone Browne, Ruha Benjamin and Timnit Gebru—that frame AI products as advancing 
forms of ‘engineered inequality’ (Benjamin, 2019) in already inequitable social contexts. This points to the ways in 
which AI technologies result in oppressive and disadvantaging outcomes given their origins in societies that are 
tightly structured by interlocking forms of domination (Benjamin, 2019). For example, given the inherent racial-
izing and racist logics baked into the structure of facial processing technology, obvious implicit harms are likely 
to arise from any conceivable application of facial recognition products (however benign the use might seem) in 
education settings that themselves are historically disposed toward racializing and racist practices.

As such arguments imply, it is important to acknowledge the harms associated with AI in education as relational 
in nature, and therefore likely to be experienced differently depending on individuals' different backgrounds and 
circumstances. Any instance of some people being disempowered and disadvantaged by the implementation of 
AI technologies in education is accompanied by others being empowered and advantaged. As such, any particular 
AI technology might appear to work perfectly well, and be of great advantage, for many teachers and students. 
Nevertheless, for many others, the same technology can simultaneously be experienced in harmful ways. This 
raises the need for discussions to progress beyond broad-brush concerns over presumed forms of universal harm 
arising from AI technologies; for example, what Viljoen (2021) describes as ‘dignitarian’ and humanist fears over 
a universal loss of human dignity, selfhood and general ‘dehumanisation’ of social life. Instead, more attention 
needs to be paid to localised harms being experienced by specific individuals and groups—especially those from 
minoritized backgrounds.

Conversely, this also foregrounds the need to reconsider (and perhaps reject outright) any talk of AI for good in 
education—as evident in ongoing debates over fairness, accountability and transparency; trustworthy AI; humane 
AI; and so on. As David Golumbia (2021) reasons, promoting vague notions of AI for good often acts as an inadver-
tent (if not outright) dishonest way of silencing more complex discussions around racism, ableism and other forms 
of social discrimination. Instead, future discussions of AI in education need to explicitly address these concerns 
around educational harms in a more direct, forthright and honest manner. As Abeba Birhane (2022) contests:
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Let's ditch the common narrative that AI is a tool that promotes and enhances human ‘prosperity’ 
(whatever that means) & start with the assumption that AI is a tool that exacerbates inequality & 
injustice & harms the most marginalized unless people actively make sure it doesn't. (Birhane, @
Abebab, 17 May, 2022)

5  | ACKNOWLEDGING THE IDEOLOGIC AL NATURE OF DEBATES 
ABOUT AI IN EDUC ATION

A further point of contention is the need to engage directly with the value-driven nature of claims and coun-
terclaims around AI in education. In contrast to notions of AI being essentially neutral, even the most basic AI 
research and development is animated by narrow sets of motivations and concerns that shape what projects 
are chosen, what problems are addressed and how outcomes are conceived. Then, as AI technologies are sub-
sequently marketed and implemented in societal domains such as education, other values and agendas come to 
the fore. In short, any talk around the future of AI in education needs to be seen as a site of competing values, 
interests, agendas, and ideologies.

One dominant set of values that continues to shape debate around AI derives from what might be termed 
technicist perspectives—i.e., values that tend to underpin the work of software developers, AI researchers and 
others aligned with computer science. As Birhane et al. (2021) argue, within these professional technicist circles, AI 
projects tend to be driven primarily by a narrow set of values and concerns over improving technical performance, 
efficiency and/or generalisability of systems—often shaped by researchers' previous work and understandings, or 
else the perceived novelty of the application. The emphasis here is very much on what computer scientist Bettina 
Berendt  (2019) describes as a problem-solving mindset and ambitions to push boundaries of what is technically 
possible (rather than what is socially desirable). As such, societal implications and possible ethical consequences 
tend to be broadly specified, and often framed in terms of technical challenges that can be addressed through 
better design and development of AI. This mindset is evident in current enthusiasms for notions such as privacy 
by design, or addressing complex issues of social bias and discrimination through correcting statistical bias, under-
representation and variance in datasets.

This technicist approach to AI is often justified as enabling sound scientific practice alongside the pragmatic 
desire to develop useable and useful technology. Yet growing numbers of people are pointing to the dangers of 
seeing AI in purely computational terms. In contrast, then, is a growing critically-minded counter-commentary 
around AI concerned primarily with questions of social impact and social justice. Such commentators see them-
selves as raising long-standing concerns that are grounded in historical precedents—not least what Birhane and 
Guest (2020) identify as the stagnant, sexist, and racist shared past of fields such as behavioural psychology and 
neuroscience that are now converging upon the development of AI products intended to infer a person's gender 
and age, or purportedly to detect students' emotions, motivations and intentions. From this point of view, then, it 
can be argued that “the AI community suffers from not seeing how its work fits into a long history of science being used 
to legitimize violence against marginalized people, and to stratify and separate people” (Van Noorden, 2020). Framing 
AI along these lines therefore leads to growing calls to imbue AI development with a heightened sense of the 
social, political and cultural dimensions of this work.

Another competing set of values inherent in the framing of AI and education is what might be termed the cor-
porate perspective of large multi-national Big Tech actors. Here, we can point to a number of notable IT industry 
logics that increasingly shape popular and political understandings of AI and education. First is the framing of all 
people (regardless of their circumstances or context) as individual users that operate wholly within a bounded 
digital ecosystem. Second is what can be described as a politics of scaling. In other words, the idea that all under-
takings need to be able to move beyond localised actions, and instead engage in scalable, universalised actions 
that can dominate markets on a society-wide basis (Pfotenhauer et al., 2022). Third is what can be described as a 
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‘politics of modularity’ (Birch & Bronson, 2022). This refers to how Big Tech firms strive to create conditions where 
they can easily ‘plug in’ smaller social actors into digital ecosystems that they ultimately retain control over. Such 
modularity creates a logic of just-in-time, unbundled provision—what might be termed education as a service where 
specialised services and resources are rented out on an on-demand basis (Komljenovic, 2022).

In contrast, is what might be seen a competing set of values reflecting traditional education concerns and in-
terests. Here, we are beginning to see a burgeoning push-back against the prevailing AI logics of capture, control 
and prediction, and what is perceived to be a general shift toward the mechanisation of human capability (e.g., 
Felix, 2020). Picking up on decades-old debates over the nature of teaching as an art and craft (rather than a 
science), such arguments highlight the deeply relational nature of teaching and learning, and the fact that "even 
human motivations and basic reasoning capabilities fundamentally arise out of social interactions rather than as individ-
ual decision-making capabilities" (Siddarth et al., 2021, n.p). As Chris Gilliard puts it: “Good teaching is a combination 
of art and skill and experience. I'm of the firm belief that no amount of data capture is going to be able to reproduce that. 
[However] this is apparently a fringe belief in educational technology circles” (Gilliard, 2021, p. 267). Also of relevance 
here is the question of how current forms of AI in education bump up against understandings around the ‘public-
ness’ of education—for example, raising questions of how current popular forms of AI in education reinforce (or 
undermine) values of democratic education, plurality, inclusiveness, diversity and any form of difference (Saltman, 
2020).

All these different perspectives are being put to work in framing and reframing current debates around AI in 
education. Any set of arguments, assertions or even basic descriptions of AI in education (this article included) 
need to be seen as positioned within these broader ideological tensions and conflicts. As such, professionals in 
education need to engage with such discussions and positions in an appropriately knowing manner. Discussions 
around AI in education are not straightforward matters of technical efficiency or bringing corporate know-how to 
bear on classrooms. Instead, the topic of AI in education needs to be approached in contestable terms—as a site of 
struggle and politics, rather than a neutral benign addition to classrooms.

6  | ACKNOWLEDGING THE ENVIRONMENTAL AND ECOLOGIC AL 
COSTS OF AI IN EDUC ATION

Finally, there is an underpinning caveat to any speculations around the future of AI in education. This pertains to 
the ecological and environmental sustainability of continued AI development. Of course, this is not unique to AI 
and the application of AI in education. For example, the excessive environmental burden of current data-driven 
technology development has recently come to the fore in the case of cryptocurrency—with a product such as 
bitcoin estimated to incur an annual energy consumption equivalent to that of Thailand or Norway (de Vries 
et al., 2022). Yet, such excessive energy demands are also evident in less contentious forms of AI. For example, 
cutting-edge deep learning techniques now require computational models estimated to each incur resourcing 
costs of up to US$ 100 billion and resulting in levels of carbon emissions equivalent to those emitted in a month by 
New York City. In terms of energy drain alone, the cost of continued AI development and innovation is becoming 
unsustainable (Thompson et al., 2021).

This specific issue of energy consumption relates to a broader point of contention that urgently needs to 
feature in future conversations around AI in education—i.e., the ways in which this field of work is entwined with 
growing ecological and environmental harms associated with the production, consumption and disposal of digital 
technologies. In this sense, any enthusiasms for the increased use of AI in education have to reckon with the mate-
riality of this technology, and its deleterious consequences for the planet. Striving to refashion education around 
AI and other emerging digital technologies feeds directly into the depletion of scarce resources in manufacturing, 
usage and disposal processes, alongside the excessive amounts of energy used to support data processing and 
storage, and the exacerbation of waste and pollution issues (see Brevini, 2021). A strong argument can therefore 
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    |  627SELWYN

be made that calling for the continued excessive application of AI technology in any context—education included—
makes little sense in term of environmental sustainability.

At present, such issues are rarely (if ever) acknowledged, even within critically minded conversations around 
education and technology. Thus, while there is growing acceptance of human-initiated climate change and the role 
of global capitalism in initiating catastrophic devastation to the planet and its people, there is curious unwilling-
ness to implicate digital technology in this process. As Jonathan Crary observes, even the most climate-concerned 
commentators will “carelessly presume [that] the internet and its current applications and services will somehow persist 
and function as usual in the future, alongside efforts for a habitable planet and for more egalitarian social arrangements” 
(Crary, 2022, p. 4).

Nevertheless, future discussions of AI and education need to find ways of engaging seriously with the environ-
mental fragility of any future dependence on AI technology, and ground any imaginings of possible futures within 
genuinely connected understandings of the precarious and precious nature of life at a planetary level. This raises 
the fundamental question of whether it is desirable (or even possible) to continue to sanction the development 
and use of AI technologies over the medium to long term. Optimistically, there is perhaps merit in working to ex-
plore possible alignments of educational AI with ‘green-tech’ principles—exploring the extent to which increased 
use of AI technologies in education might actually contribute to the pursuit of forms of ecologically sustainable 
growth. This might pick up on emerging hopes around green forms of machine learning and carbon-responsive 
computing and its emphasis on small datasets and refined processing techniques that do not rely on brute force 
computational approaches (see Nafus et al., 2021). Other proposed alternatives include the deliberate use of AI 
technology to support the reduction of carbon emissions associated with campus-based travel and education—
not least by lowering emissions of students and teachers otherwise commuting to-and-from classes (Versteijlen 
et al., 2017) alongside the reduction of on-campus power consumption (Caird et al., 2015).

Less optimistically, however, there is also merit in education actors engaging seriously with the contention that 
the whole concept of AI technology is irredeemable, and the need to learn to live without such technologies. This 
implies a radical reassessment of the entire education technology project. It might be that any ambitions to insti-
gate what are perceived as cleaner and greener forms of carbon-neutral digital technology and renewable energy 
prove to be futile attempts to perpetuate what are fundamentally devastating products and practices. In short, 
it might be that we need to lose any illusions we might have about different forms of AI somehow addressing the 
environmental challenges that future forms of education will face. Instead, we need to accept that all forms of AI 
technology “are intrinsically incompatible with a habitable earth, or with the human interdependence needed to build 
egalitarian post-capitalist forms of life” (Crary, 2022, p. i). Seen in this light, discussions around the future of AI in 
education will clearly have to take on a decidedly different tone.

7  | CONCLUSIONS

All these issues and contentions merit far more consideration than is possible in a short overview such as this, 
but hopefully even this brief discussion has begun to point toward various ways in which ongoing conversations 
around AI in education might progress. Despite what we might be told (by those who have a vested interest in tell-
ing us), AI is not a straightforwardly good thing for education. It is not a neutral tool that we can look forward to 
transforming our classrooms, schools and universities over the next few years. Instead, the very idea of AI is some-
thing that needs to be extensively scrutinised, challenged and questioned by those who make decisions that affect 
education, and those who work in the field of education. The future of AI in education is perhaps best approached 
as a struggle—as something to be contested rather than a fait accompli, something to be taken as given. As implied 
throughout this article, the education community needs to start asking difficult questions of AI, refining expecta-
tions of AI in terms of a problematic to be investigated rather than a problem to be solved. Critical discussions of 
this sort are now beginning to thrive within various academic, industry and civil society forums—led by the likes of 
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the Distributed AI Research Institute, the AI Now institute and the Data & Society research institute. There is no rea-
son that education concerns cannot take a leading role in these more critically minded conversations, and shift the 
framing of AI in education toward fundamental questions along the lines of “what is being done in the name of ‘AI’, 
to whom, who benefits, and how can democratic oversight be exerted?” (Bender, 2022b, @emilymbender, 10 June).

Crucially, any such conversations around AI and education need to be seen as profoundly political in nature, 
and entangled with broader issues of power, disadvantage and marginalisation (see Verdegem, 2021). As has been 
argued elsewhere, the dominant industrialised forms of AI technology and infrastructures that are beginning to 
pervade education “skew strongly toward the centralisation of power” (Crawford, 2021, p. 223). Moreover, AI-driven 
centralisations of power in education already seem to be working to advantage the otherwise advantaged and, 
conversely, disadvantage the otherwise disadvantaged. The question that now confronts the AI Education (AIED) 
community (and others that might see themselves as personally benefitting from the continued application of AI 
in education) is straightforward enough: are you content with this unequal predicament and, if not, how might 
things be otherwise?

As this latter challenge implies, the topic of AI in education needs to be approached as a political project. 
Reframed in this light, there are a number of ways that future discussions around AI in education might progress. 
For example, everyone working around AI and education needs to be ready to examine (and to make explicit) the 
underpinning values and ideologies that are driving debates around particular issues. This involves reflecting on 
one's own positionality, as well as pushing back against any claims for AI to be non-political and neutral. Indeed, as 
Ben Green (2021) reminds us, attempting to claim neutrality is a fundamentally conservative position that consti-
tutes tacit support for maintaining the status quo and, therefore, the interests of dominant social groups and he-
gemonic political values. People working in the area of AI and education should also not shy away from occasions 
when their contributions to discussions need to be overtly political—for example, offering advice to policymakers, 
pushing back against corporate hyperbole and profiteering, as well as standing up for marginalised and disadvan-
taged groups. All the points of argument and contention outlined in this article require us to take value-driven 
positions on issues that are inherently political. For example, deciding to either point out or deny how AI might be 
implicated in climate change is a political act. Similarly, pointing out or denying how AI might be implicated in the 
perpetuation of institutional racism is a political act.

Finally, is the need to ensure that future discussions and decision-making around AI and education is diversi-
fied and enriched by the voices and actions of many others who are not currently included. In short, we need to 
call out the tendency for discussions of AI and education to be driven by already privileged and dominant voices. 
Talk of AI and education rarely originates from the people and groups who are most disadvantaged by the imple-
mentation of AI in education. Instead, discussion of AI in education to date has been something of a closed shop—
dominated by those already invested in (and advantaged by) AI. This homogeneity of interests leads to narrow 
and unimaginative discussions about what AI ought to be, and the education issues that are deemed worthy of 
being addressed, and what specific social responsibilities are chosen above others. In particular, ensuring a greater 
diversity of participation is of clear importance if we are to meaningfully pursue discussions around the futures of 
AI in education. As Laura Forlano reasons:

‘Who gets to Future?’ is an essential question […] So, how might we move beyond status quo fu-
tures and toward more pluriversal futures? Black futures? Feminist futures? Queer futures? Trans 
futures? Crip futures? Working-class futures? Asian futures? Indigenous futures? And multispecies 
futures? (Forlano, 18 October, 2021)

All told, this article hopefully raises some ideas for further reflection on how the ongoing use of AI in 
education is a political action that has varying impacts on different groups of people in various educational 
contexts. This implies pursuing educational AI along more considered lines—in a manner that involves time and 
effort, and considerable amounts of deliberation, debate, dialogue and consensus-building. Of course, this is 
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not to argue for the complete rejection of AI in education—as Frank Pasquale (2020) acknowledges, a whole-
sale dismissal of AI in education would be foolish, regardless of our concerns over the troubling outcomes of 
particular technologies and trends. Instead, we are now faced with the challenge of engaging with the complex 
problem of how to make different use of AI technologies for more just education outcomes. This requires us all 
in beginning to engage with the topic of AI in education in more nuanced, dis-interested and politically-minded 
ways. The future starts here!
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