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[bookmark: Summary]
[bookmark: Abstract]Abstract
In the current context of the European Union, there is a marked interest in adapting to the digital era, especially in the field of Artificial Intelligence (AI) regulation and data management. The European Parliament has taken the initiative to formulate a regulatory framework for AI, seeking to protect intellectual property rights and encourage technological development. In parallel, the adoption of the Data Act represents a significant effort to ensure fair access to and use of data, marking a significant turning point in the creation of a data market that is fair to citizens and competitive in the global marketplace.

This emerging regulatory environment poses challenges. On the one hand, the increasing autonomation in the creation of artistic content through AI presents dilemmas on how to effectively balance copyright with the promotion of innovation. On the other hand, the Data Act seeks to establish rules on data access and use across all economic sectors, which raises questions about how data security and privacy will be handled in this new framework. The training process carried out with Machine Learning (ML) models and their evolution through Large Language Models (LLM) interfaces based on Natural Language Processing (NLP) systems must be addressed in the interest of preserving rights and promoting competition. The role of the legislator in the protection of personal data within the EU Member States presents a challenge of an economic-competitive nature and may limit the development of state-of-the-art models, which could have an impact on the region's competitiveness vis-à-vis other economic areas such as those around the United States or China.

Upcoming regulatory developments in the EU, such as the implementation of the Data Act, should address these challenges, ensuring that both individuals and businesses have more robust control over their data. Interoperability and data portability are crucial in this context, underlining the need for safeguards against illicit data transfer.

The academic debate is now at a point of vital importance, as it is likely to determine the granularity of the approaches needed for the EU to successfully implement these regulations, balancing the promotion of a fair and competitive digital marketplace with the protection of privacy and individual autonomy. These regulatory changes will influence Europe's position in the global digital economy, determining how the ethical issues associated with the use of AI will be managed. The implications of these developments for the protection of rights, the promotion of innovation and the impact on the digital economy require in-depth and ongoing analysis. This is a challenging time for the academic community. Regulatory decisions will determine the framework for market action and will condition the EU's competitiveness in the medium to long term.
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[bookmark: I_Arguments_for_the_consideration_of_Cha]INTRODUCTION
I Arguments for the consideration of ChatGPT as a legal subject matter
The development of Artificial Intelligence (hereinafter AI) is a technological novelty. We are going to focus on the modality of GPT which, in addition to being a tool, is a market product, and therefore requires an economic, legal and social treatment, to understand its value and address its correspondence between patrimonial assets; as well as to explain its normative regulation in terms of its repercussions, benefits and dangers for citizens.

The widespread use of LLMs in European society is evidence of their disruptive innovations (e.g. ChatGPT) and the cross-cutting nature of their use among students, workers and citizens in general. Such models pose a duality in their ability to enhance work practices and boost productivity. At the same time, there are latent risks of labour displacement and rising technological unemployment, combined with a set of ethical dilemmas that need to be regulated by the applicable legal framework.

On the one hand, current literature shows an imminent restructuring of job skills and professional profiles, both in their execution and throughout the training process previously experienced by future graduates, placing AI in an ambiguous role as an ally and adversary in the work environment. This phenomenon has generated significant debates on the transformation of human resources and the promotion of talent competences. Recent advances in text-generating AI have had a profound impact on activities linked to the knowledge economy in high value-added activities, triggering relevant discussions on the future of work and skills development.

In this context, it is essential to promote access to and proficiency in the use of generative AI models by introducing innovative educational methodologies. Policy makers need pedagogical strategies that incorporate AI tools such as ChatGPT, while ensuring that academic integrity is safeguarded. Because AI poses exciting opportunities, but also significant challenges, especially ethical ones.

ChatGPT, as a tool that dominates AI, thanks to the development of GPT-4. On a technical level, this implies having great projection in data handling and content generation, in the processing of standardised language. "The arrival of GPT-4 technology in 2023 has been a major milestone in the field of PLN, as it enables the creation of language models capable of generating coherent, human-like text with high fluency and accuracy. This has opened up new possibilities in fields such as text generation, dialogue and machine translation, and has generated great interest and enthusiasm in the scientific community and industry (De los Ríos et al.,2024). On the other hand, advancing by days, also of images of correspondence, presents an expectation and a concern, because it is developing in an accelerated way, in uncertain scenarios and projection. The company OpenAI, one of the leaders in generative artificial intelligence, on Thursday presented its 'Sora' model that accepts text instructions and converts them into realistic video scenes with multiple characters and specific movements. The company OpenAI, one of the leaders in generative artificial intelligence, on Thursday presented its 'Sora' model that accepts text instructions and converts them into realistic video scenes with multiple characters and specific movements Faced with this tension, normative regulation must be approached by translating the expectation into the recognition of rights and their enjoyment, and the concern in the protection of interests’ worthy of protection, which is why the Law must address the treatment of this matter by articulating guarantees and establishing limits, balancing incentives and prohibitions.

Text-generating AI drives the knowledge economy and the development of competences from the outset, we assess this reality in favourable terms, like any innovation in industry that seeks.
Iits projection to society, but from a base: it is a market product generated by a commercial company that is committed to marketing and obtaining economic profit, and therefore, within a free market, it must be subject to the limitations inherent to consumer law, the protection of vulnerable groups, user guarantees, the requirements of the entity that acts in the sphere of its traffic and for profit; and, essentially, guaranteeing the protection of the person, considered in itself, in its dignity and fundamental rights.

The impact of these emerging technologies has permeated academic discourse, especially in terms of their implications for business productivity and the disruption they can bring to organisations. Some researchers have begun to explore hybrid participatory approaches by using and co-authoring ChatGPT developed by AI and Open AI. Simultaneously, several authors have raised questions about the limits of the creativity of ChatGPT and the ethical and legal dilemmas presented by the development of intellectual property content supported by co- authoring tools such as ChatGPT, sparking debates about the real scope and capabilities of this technology. Indeed, business productivity gains based on the combination of big data and artificial intelligence are at the core of the drivers of this set of new technologies, and this represents an urgent framework for European regulatory development.

The key issues on which the regulation could focus could be specified in terms of addressing some legal questions and answers: who launches the product, which is a commercial company; what product it offers, which is a tool that works on the internet; how it is offered in terms of contracting, costs, advertising; and to whom it is offered, the guarantees and the user's rights


























THEORETICAL FRAMEWORK
II. [bookmark: II._Fundamentals_of_regulation_from_the_]Fundamentals of regulation from the constitutional point of view.
We must turn to the Constitution to recognise the references that should inform the regulation of artificial intelligence, since it is in the Magna Carta that the system of functioning of economic traffic is enshrined, based on the market economy (cfr. art. 38 EC); although this conformation is subject to other constitutional mandates, requiring, on the strict level of trade, the need to overprotect the consumer (cfr. art. 51 EC), as a weak contracting party who, to preserve the constitutional principle of equality (cfr. art. 14 EC), deserves to have a framework of guarantees and measures for their greater protection. Moreover, in this same economic order, the Constitution shows its support for all technological development that serves to promote culture, economic development and innovation (cfr. art. 44 EC). And, transcending the strictly commercial scenario, the Constitution, from the legislator's iusnaturalist commitment, conditions all legislative development on the preservation of human dignity (art. 10 EC), which is the basis of a catalogue of fundamental rights that constitute the pillars of the legal system. Therefore, before any economic advantage or opportunity for the development of the industry and incentives for the market, it is necessary to highlight the core issue, to act with ethical commitment, to preserve the dignity of the person and, from there, the fundamental rights, in particular the most compromised ones such as equality, privacy, education, truthful information and moral integrity. Society must be warned against technological insecurity, the so-called techno-totalitarianism that operates unethically and for economic gain at the expense of data management and users' privacy (Fariñas,2024) . Knotting artificial intelligence and human rights is not an option but an imperative that informs all normative development (Asís, 2020).

When we approach the new ChatGPT tool from a legal perspective, we must be guided by these keys that we are listing, so we can affirm a first rule: the law regulating digital transformation and, in particular, AI, is linked to human rights. And, advancing the selection of fundamental rights, we highlight the recognition of individual freedom, which implies the right to develop in any reality, both material and virtual. This freedom of action, inherent to the individual, is embodied in the human right to connectivity, which is proclaimed in the regulations governing telecommunications, which thus concretises this presence on the internet, an access to the network that must be guaranteed and not only as a possible spectator or recipient of commercial traffic; rather, the individual, based on constitutional imperatives, must be recognised as a person, with the right to actively participate (cfr. arts. 9, 28 CE).

The transformations that European citizens are witnessing are evident in the transversal application of these new LLM-based technologies and their impact on the development of competences in training processes and in the execution of work in the knowledge economy, focused on boosting creativity and high-impact productivity that generates added value.

A second assertion, to explain and legitimise the normative treatment, with respect for constitutional references, is that the law to be developed must respect existing law, above all with regard to the pillars of the legal system, insofar as the law is one, it requires unity and coherence, and therefore tradition and innovation must be balanced. This is why, to give more content to freedom, we have included the right to connectivity; also, among the fundamental rights, we must give more significance to the rights to privacy and image which are particulary exposed in the digital scenario or the right to create digital content (arts. 18, 20 EC).

[bookmark: III._Regulatory_developments_to_address_]In short, we must conclude that the current situation presents novelties but that the Law is not born ex novo nor is it recreated for the emerging reality, but rather it is developed and projected from certain pillars that make up the Legal Order. This is where different values and principles are found which, in their core content, are centred first and foremost on the consideration of the person, on human dignity.
METHODOLOGY
Regulatory developments to address the particular reality of artificial intelligence
Having established the bases and foundations and understood reality, in all its projections, as one, it is also true that, as virtual reality presents distinctive features, it will require the creation of a special law or even the adjustment of general law.

Indeed, we can see the appearance of new rights, just as the right to connectivity has been mentioned above, with the law regulating telecommunications also demanding that such access must have high quality levels 1 ; the extension of specific rights or digital rights recognized by the legislator should also be viewed positively. Rights that are specific and exclusive to virtual reality, such as the digital rights set out in the Organic Law on Data Protection and Guarantees of Digital Rights 2 .

With the legislation that is being developed, we can understand the formation of a special law, with specific regulation of virtual reality and born for and because of it, the general law on telecommunications, the law on guarantees of digital rights, related, to which we can add other regulations such as the law on electronic commerce or trust services. A sector of the legal system is thus formed which, however, does not acquire autonomy insofar as, in addition to being subject to the hierarchy and constitutional and general rules, it is transversal and must be applied in conjunction with the regulation that is articulated in each branch of law.

According to this reasoning, we can understand that the regulation of artificial intelligence is necessary, on the positive side, to encourage its development as an emerging market, a manifestation of the telecommunications industry that, in its projection, allows the development of other sectors such as the content industry, storage and data processing, where the economy presents great opportunities for growth and productivity; and on the negative side, to set limits, conditions, guarantees and sanctions.

Artificial intelligence therefore brings us both advantages and risks, and regulation is therefore necessary. It will be configured according to the panoramic vision that we have looked at: to understand, with constitutional imperatives, that the image of the person must be shielded or that intellectual property must be protected, according to articles 18 and 20 EC.

1 Art. 8 Ley 34/2002, de 11 de julio, de servicios de la sociedad de la información y de comercio electrónico. BOE-A-2002-13758 Law 34/2002, of 11 July, on information society services and electronic commerce.
2 The European Charter of Fundamental Rights has its most proper antecedent in the 1950 European Convention for the Protection of Human Rights and Fundamental Freedoms and embraces the ideals on which the European Union is founded, such as the universal values of respect for human dignity, freedom, equality and solidarity, which have created an area of freedom, security and justice for citizens based on the principles of democracy and the rule of law. The Charter of Fundamental Rights was solemnly proclaimed on 7 December 2000, but only became legally binding when it was incorporated into the Treaty of Lisbon on 1 December 2009. The Charter of Fundamental Rights of the European Union has not been directly incorporated into the Lisbon Treaty, but Article 6(1) TEU makes it legally binding, thus giving it the same legal value as the Treaties (4.1.2)




Therefore, we have a well-established law that allows us to react to the case that hit the media and generated social alarm when minors used the image of the faces of classmates to manipulate them and disseminate the artificial composition of naked bodies on the internet. Serious damage is serious because it is an attack on fundamental rights and allows for a legal reaction, on constitutional grounds, according to general laws: the law limiting the capacity of minors to contract (art. 1263 CC3 ) or the law that can hold contracting companies or/and parents responsible for civil liability. Indeed, according to the special law on information society services, all electronic contracting parties must respect human dignity, guarantee the protection. of children and safeguard intellectual property rights4 ; and, according to Art. 1903 CC, parents are liable for damages caused by their minor children subject to parental authority.
However, appreciating the multiple particularities that this tool presents and assuming the need to balance benefits and risks, Europe has agreed to address the special regulatory treatment of artificial intelligence, which includes a set of fast-growing technologies such as ChatGPT. In addressing its regulation, the conviction that, if among the benefits is the boost to the data economy, among the dangers is the clandestine trafficking of data.

But, before advancing in this regulation, it is necessary to understand how to transcend our national law to seek a supranational solution, which also leads us to the constitutional framework from which Spain joins Europe and in this Union articulates common economic policies, while subscribing to and sharing the recognition of fundamental rights rooted in human dignity. From this nuclear imperative of all European Union law to preserve human dignity (with a binding nature, in accordance with the Treaty and, therefore, a fundamental rule), it will be possible to continue to assess a Community legal system which enjoys primacy and which, once again with the market in mind, relies on the freedom of enterprise, the market economy and free competition, legitimizing a framework in which to encourage the development of artificial intelligence and all technologies that can provide economic progress, in the knowledge that such free trade must respect, on an ethical level, the dignity of citizens and fundamental rights; and on the social level, it must guarantee overprotection measures for consumers and users.

In the first condition, relating to the individual, the European Charter of Fundamental Rights is of particular importance, as it goes beyond its predecessors such as the European Convention on Human Rights: it was innovative for several reasons, in particular because it includes, among other issues, disability, age and sexual orientation as prohibited grounds of discrimination, and establishes access to documents, data protection and good administration as fundamental rights.

On this basis, the regulation of AI is being addressed in Europe with a twofold objective, both to promote it and to recognise and prevent the risks associated with certain uses of this new technology. The proposed law aims to develop an ecosystem of trust with a legal framework that makes it reliable, while also seeking to encourage companies to develop this type of solution.

3 Treaty of Lisbon amending the Treaty on European Union and the Treaty establishing the European Community (2007/C 306/01)
ttps://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:12007L/TXT
4 Proposal for a Regulation of the European Parliament and of the Council laying down harmonized rules in the field of artificial intelligence (Artificial Intelligence Act) and amending certain legislative acts of the Union {SEC(2021) 167 final} - {SWD(2021) 84 final} - {SWD(2021) 85 final}. On 23 December 2023 an agreement has been reached between the European Parliament and the Council on the Artificial Intelligence Act (AI Act), proposed by the Commission in April 2021.

	
	
	



In the European Commission's proposal for a Regulation on Artificial Intelligence, rules are set out to regulate various aspects of artificial intelligence in relation to copyright. Although copyright regulation is not the focus of the proposal, certain relevant aspects in this area are contemplated.

Concern is also notable in Spain. Royal Decree 729/2023 of 22 August was recently approved, regulating the Statute of the Spanish Agency for the Supervision of Artificial Intelligence.

In general, the regulation of artificial intelligence in relation to copyright focuses on issues such as the protection of works created by artificial intelligence systems, the attribution of authorship of AI-generated works, and the protection of the rights of creators and rightsholders in an environment where the generation of content by automated systems is increasingly common.

It is important to bear in mind that the interaction between artificial intelligence and copyright raises complex challenges and issues, such as the determination of the ownership of rights in AI-generated works, the protection of human creativity in the face of automatic content generation, and the need to balance technological innovation with the protection of intellectual property rights.

In this sense, the regulation of artificial intelligence in relation to copyright seeks to strike a balance between encouraging innovation and technological development, protecting the rights of creators and rights holders, and ensuring that intellectual property is adequately adapted to developments in artificial intelligence.

A good example of this has been the decision of the Spanish Ministry of Culture, which has just published a good practice guide. The Minister of Culture, Ernest Urtasun, has committed, among other things, not to award the National Awards to works made entirely with AI and to contract "preferably works protected by intellectual property rights created by people" and which in no case have used this technology "as a substitute for human performance"5 .
The Parliament's commitment was born out of a desire to balance opportunities and risks: "MEPs want future EU legislation on AI to promote innovation, ensure security and protect human rights...The EU is currently preparing the first global set of comprehensive rules to manage the opportunities and threats of AI. The aim is to make the EU a trusted global AI hub6.

As a legal and economic background, to revitalise a European society in crisis and which needed to gain in technological leadership, on 21 July 2020, the European Council agreed on an exceptional temporary recovery instrument known as Next Generation EU for an amount of 750,000 million euros. In Spain, the Recovery, Transformation and Resilience Plan was approved to channel the more than 800,000 million euros that would be received and which would be channelled in favour of 10 key policies where digital transformation stands out.7


5 Culture undertakes not to award prizes or contract works created entirely with artificial intelligence | Culture | EL PAÍS (elpais.com)
6  Regulating Artificial Intelligence in Europe: Parliament's proposal. Regulating Artificial Intelligence in the EU:   Parliament's proposal : Themes : European Parliament (europa.eu)
7 Resolution of 29 April 2021, of the Undersecretariat, publishing the Agreement of the Council of Ministers of 27 April 2021, approving the Recovery, Transformation and Resilience Plan.BOE-A-2021-7053 Resolution of 29 April 2021, of the Undersecretariat, publishing the Agreement of the Council of Ministers of 27 April 2021, approving the Recovery, Transformation and Resilience Plan.

	
	
	



The truth is that the regulation of artificial intelligence, and with it that of the ChatGPT tool, must be approached along two lines: in the general interest of the economy, as an instrument of development to gain European technological leadership that is manifested in essential services such as health, education, automobiles, justice, based on the commitment to promote the so- called data economy; and, on a more personal level, with an ethical commitment that guarantees the preservation of fundamental rights8 .

An additional, cross-cutting dimension arises from the impact of LLM in educational settings, particularly in the context of higher education. The literacy of the university community, consisting of faculty and students, should not only be of concern to university authorities, but policy makers should also take into consideration the challenges and opportunities presented by tools such as ChatGPT. In the university context, these technologies can foster the development of metacognitive skills such as critical thinking. In the absence of adequate regulatory development, there may be unintended consequences on academic integrity, effectively lowering learning levels and, consequently, decreasing long-term labour productivity in the context of EU Member States.





































Royal Decree 729/2023 of 22 August, approving the Statute of the Spanish Agency for Supervision of Artificial Intelligence, 2023, https://www.boe.es/buscar/doc.php?id=BOE-A-2023-18911.
8 Regulating artificial intelligence in the EU: Parliament's proposal: Themes: European Parliament (europa.eu)

	
	
	



III. [bookmark: IV._Wrap-up_and_conclusions]Conclusions
With all of the above, it is possible to repeat and systematize the approach to the subject in its legal key by differentiating between the formal, substantive and the selection of critical issues.

III.1. [bookmark: IV.1._On_the_formal_level:]On the formal level:
· A law that recognizes the intertwining of new technology law and human rights must be established.
· The regulation must recognize the unity and coherence of the legal system based on a unified law that can only be developed with respect for constitutional norms.
· In accordance with fundamental norms and respect for human dignity, the link between natural law and positive law must be assumed.
· As a rule to be agreed with a general law, it must be used to resolve questions based on tradition and experience, relating to sources, rules, contracts and the ownership of economic goods and their traffic.
· As a specific law, it will be able to develop a special law with which to project and cover virtual reality in its particularities and add a corpus with laws such as the general telecommunications law, the e-commerce law, the law on digital rights, the law on trust services, the law on digital markets.

IV.2 [bookmark: IV.2_On_the_substantive_level:]On the substantive level:
Questions that are decisive for the legal effectiveness of the AI regulation can be answered by framing the particular law with concordant and integrating rules that resolve conflicts of interest in the following points:

- Who produces and markets the tool. Identify the owner of the invention and the patent, conformed as a commercial company subject in its statute to the law of capital companies, in the scenario in which it is projected to all the obligations of the law of services of the information society and, in the ownership of the product that it offers to the market, covered by the law of patents.

This question, and the task of harmonising a normative bouquet, is crucial to clarify legal situations and thus differentiate the subjective and objective substratum in order, for example, to be able to transcend AI as a thing, affirming that it is not a subject. What seems obvious implies if AI can generate content from accumulating data, placing the creative work in the person. Therefore, sed must understand that more processing is not better processing (if we are talking about human reasoning and creation). Let us start, then, from the creative fact of the person.

Therefore, together with the ownership of the technological tool and the right to obtain the profitability of its commercialisation, the responsibility of its owner must be emphasised, responsibility for having managed the data of the person with whom he contracts, for having informed him exhaustively, for having made transparent the criteria informing the algorithm in order to understand and validate the automation and its results, for offering truthful information and, furthermore, for having obtained the material from his databases with respect for intellectual property and copyrights.

To speak of responsibility is particularly appropriate in order to complement mandatory law or what positive law requires as an imperative, in the different rules that are

	
	
	



produced by the legislative powers, with voluntary law or what, as an expression of corporate social responsibility and articulated as codes of conduct, can be given to generate trust in the user and commitment to the community and its values.

The AI Act introduces specific rules on general-purpose artificial intelligence models that will ensure transparency throughout the value chain. For very powerful models that may pose systemic risks, there will be additional binding obligations related to risk management and monitoring of serious incidents, the conduct of model evaluation and adversarial testing. These new obligations will be implemented through codes of practice developed by industry, the scientific community, civil society and other stakeholders, together with the Commission.

The new rules will be directly applicable in the same way in all Member States based on a future-proof definition of artificial intelligence. Following a risk-based approach

Minimal risk: Most artificial intelligence systems fall into this category. For example, recommendation systems or spam filters based on artificial intelligence as they do not pose a risk to citizens' rights or security. On a voluntary basis, companies can subscribe to additional codes of conduct on these artificial intelligence systems.

High risk: Examples of such high-risk AI systems include certain critical infrastructures,
e.g. in the fields of water, gas and electricity; medical devices; systems for determining access to educational institutions or for recruitment; or certain systems used in the fields of police, border control, administration of justice and democratic processes. In addition, biometric identification, categorization and emotion recognition systems are also considered high risk. These systems must meet requirements such as risk mitigation systems, high quality data sets, activity logging, detailed documentation, clear information to users, human oversight and a high degree of robustness, accuracy and cybersecurity.

We cannot overlook the case of the company World coin, which the AEPD has forbidden as a precautionary measure to continue with the iris scanning processes it was carrying out in Spain. Iris data, as we have just seen, belong to the category of special protection. It has been given 72 hours to do so, following the notification that took place two days ago.
This is the first time that the Agency has taken an emergency decision of this magnitude, based on the European Data Protection Regulation (art. 66). It prevents further processing of data, in a precautionary blockade of three months, with the possibility of extending it to six months.

The case is being quite complex, as the company is based in Bavaria (Germany), the procedure is being carried out at European level. The company, Worldcoin Foundation and Tools for Humanity, claims that they comply with all European regulations and that after successive attempts to collaborate with the AEPD they have not been allowed to do so.
The fact is that there are already 400,000 registered users who would be at risk of identity theft, risks to their right to privacy, as the iris may reflect health data, and social risk, where identification systems could be created that could later lead to discrimination on the basis of race.

	
	
	




Unacceptable risk: These are all risks that violate the fundamental rights of individuals. This covers artificial intelligence systems or applications that manipulate human behaviour to manipulate the will of users, e.g. toys that use voice assistance to encourage dangerous behaviour by minors and systems that enable "social scoring" by governments or companies, as well as certain predictive policing applications. In addition, some uses of biometric systems will be prohibited, for example, emotion recognition systems in the workplace, some systems to classify people or real-time remote biometric identification for law enforcement purposes in public places (with limited exceptions).

For example, when using artificial intelligence systems such as chatbots, users must be aware that they are interacting with a machine. Ultra-counterfeits and other AI- generated content will have to be labelled as such, and users will have to be informed when biometric categorization or emotion recognition systems are used. In addition, providers will have to design systems so that synthetic audio, video, text and image content is marked in a machine-readable format and can be recognized as artificially generated or manipulated.
The consequence of not complying with these requirements will be fines ranging from
€35 million or 7% of annual worldwide turnover (whichever is higher) for infringements related to prohibited AI applications, €15 million or 3% for non-compliance with other obligations and €7.5 million or 1.5% for incorrect reporting. More proportionate caps are foreseen for administrative fines for SMEs and start-ups in case of infringement of the AI Law.


· What it produces. This question requires considering the object offered to the market as a commercial asset, which serves technological innovation and commercial traffic. Its conformation should not be separated from traffic or commerce, so that, if it is offered as a free product, its offering to the market will always be an act of commerce whose advantage may be given from the lawful handling of advertising returns or even from the use of non-consensual data. Nor should it make use of features of the user's identity for payment or compensation.


· How it is marketed. We must monitor the commercial offer, guaranteeing consumer information and security, with transparency in the criteria and informational values of the algorithms. Observing all the guarantees set out in the TRLGDCU, everything related to pre-contractual information and guarantees to obtain informed consent.

· To whom it is offered. To identify the user is to recognise the fundamental rights of the personality and the other rights in the economic order that overprotect his condition as a weak party protected by consumer law, informed, acquirer of a legal product respectful of intellectual property. Applying, on this point, precepts of interest such as those contained in the TRLPI (as already noted in the limits of art. 8 LSSII), in the European law on privacy or in the LO 1/1982 on the protection of honour, personal and family privacy and one's own image (here we must highlight the possibility of suffering the use of the image of a deceased person and that, according to the law itself, reparation can be requested on the grounds that the right to privacy is proclaimed in favour of the

	
	
	



family group and protected by the right to defend the memory of the deceased, beyond the extinction of his or her personality).

· Who supervises. In this area, a supervisory, inspecting, mediating and, where appropriate, sanctioning authority must be given full legitimacy. We cannot ignore the fact that, in a market with high-risk components and possible deviations, State supervisory action is legitimate.

The public authorities add administrative action to their legislative work, for example by entrusting the Ministry of Digital Transformation with overseeing compliance with the obligations of information society services; or the Ministry of Culture with the task of mediating or sanctioning companies that violate intellectual property rights; or that the same State should investigate and punish offences that can be prosecuted ex officio when attacks on intellectual property or industrial property take place.


From a governance point of view, the competent national market surveillance authorities will oversee the implementation of the new rules at national level, while the creation of a new European Office for Artificial Intelligence within the European Commission will ensure coordination at European level. The new Office for Artificial Intelligence will also oversee the implementation and enforcement of the new rules on general-purpose artificial intelligence models. Together with national market surveillance authorities, the Office for Artificial Intelligence will be the first global body to implement binding rules in the field and is therefore expected to become an international reference. For general purpose models, a scientific panel of independent experts will play a central role by issuing warnings on systemic risks and contributing to the classification and testing of models.


The role of the State is key, as an interlocutor on the international stage, to participate in the development of regulations in the European Union or to participate in international forums, reflecting on the improvement of the law to be developed or signing treaties and agreements, such as accession to the World Intellectual Property Organization, where Spanish citizens will find a body where they can resolve, with mediation or arbitration negotiating instruments, issues arising from interference with their copyright or patents.



IV.3 [bookmark: IV.3_CONCLUSIONS_Critical_issues_that_ne]CONCLUSIONS Critical issues that need to be followed up and give projection to the study in shaping the Law.
It is a matter of achieving a law that generates uniformity, that assumes the development of the legal system to accept the innovation that the current situation presents and that, at the same time, harmonizes, agrees and integrates with the general law that has already been shaped. A law that gives the system legal certainty, inspires confidence and offers incentives. This is how the law of artificial intelligence will become definitive.

In addition, in seeking to list some critical issues that deserve special treatment, we can enumerate the following:

-1º-The precise transparency of the algorithm (to guarantee that it complies with the ethical reference and to know the criteria behind the automaticity).
-2º Contracting with minors, which is prohibited, and with the elderly, distinguishing between vulnerable groups, in all cases informing them in a way that is appropriate to the user's profile, in a truthful, exhaustive and sufficient manner, until informed consent can be verified.

-3. Guarantee the protection of intellectual property by creating a database according to authorship, consent to the transfer of exploitation rights, and respect for the moral rights of authors. In this way, based on authorship, it will always be possible to separate the creation from the human intellect from the artificial shaping and solution.

· 4º To seek international alliance in order to keep debate and reflection on emerging current affairs and innovative technology alive; and to resolve conflicts in this supranational sphere, recognizing the opportune creation and functioning of the World Intellectual Property Organization.

· 5ºTo promote the development of instruments that are an expression of corporate social responsibility, particularly in the object to be developed, in the areas of health and education or for strategic sectors of the mechanical and electronic industry, as well as in energy efficiency and environmental commitment.

-6th Demand the anonymization of personal data and disidentification, so that, in the collection of data, it must be demanded to avoid misuse. And, just as the tool cannot be filled with any data and in any way, the product formed will always respect the authorship and creation of the person, in the generation of the novelty as a commercial offer. At this point it will be crucial to avoid any impersonation.

-The responsibility of the company in the information required for contracting, in the veracity of the information offered by the tool. False information must be prosecuted, responsibility must be demanded for erroneous information, and it must be guaranteed that the information offered respects the source and the real ownership of the information.
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